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Simulation methods are vital to the development of next-generation solar cells such as plasmonic,
organic, nanophotonic, and semiconductor nanostructure solar cells. Simulations are predictive of
material properties such that they may be used to rapidly screen new materials and understand
the physical mechanisms of enhanced performance. They can be used to guide experiments or to
help understand results obtained in experiments. In this paper, we review simulation methods for
modeling the classical optical and electronic transport properties of nanostructured solar cells.
We discuss di®erent techniques for light trapping with an emphasis on silicon nanostructures and
silicon thin ¯lms integrated with nanophotonics and plasmonics.
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1. Introduction

Solar power is an attractive energy resource because
it is renewable and abundant. It is also relatively
free of problems associated with fossil fuels or
nuclear energy, such as increasing fuel costs, waste
disposal, heat dissipation, safety concerns, and the
release of greenhouse gases. The solar cell industry is
about $50 billion dollars and growing over 40%
annually.1 Photovoltaic systems are also modular
and may be installed near points of use and put on
line quickly as the demand for electricity increases.
Solar power has great potential in helping provide
electricity to the approximately 1.6 billion people or
about a quarter of humanity that are currently
without electricity.2 Millions of small villages
around the world could rely on solar energy to
provide power for water, refrigeration, sanitation,
communication, and universal education.3,4 While

photovoltaic cells have steadily made improvements
in e±ciency,5,6 signi¯cant improvements in device
performance and manufacturing processes are nee-
ded for more widespread adoption. The cost per
e±ciency of solar cells must decrease dramatically,
by approximately 5�10 times to compete with fossil
and nuclear electricity and by a factor of 25�50 to
compete with primary fossil energy.7

Advances in nanotechnology are helping address
these challenges in solar cells through the develop-
ment of new low-cost materials and architectures
with superior optical and electronic properties. New
scalable manufacturing methods have been devel-
oped that allow for these materials to be manu-
factured inexpensively over large areas. Tremendous
progress has also been made into characterizing the
fundamental interactions of light with matter at the
nanoscale and carrier transport processes. Advances
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in nanotechnology have led to signi¯cant develop-
ments in plasmonic solar cells,8�10 dye-sensitized
photovoltaics,11�15 organic solar cells,16�19 nano-
structured semiconductor solar cells,20,21 photonic
crystals,22,23 and transparent conductors.24�27

Nanostructures have the potential to substantially
decrease manufacturing costs while maintaining
reasonable power conversion e±ciencies. They
enable the use of less material and poorer quality
material since electron-hole pairs or excitons do not
need to travel as far to be collected. Nanostructures
may be deposited on low-cost substrates such as
glass or plastics by chemical vapor deposition
directly31�33 or transferred after growth.34�36 For
transparent conductors, nanomaterials such as car-
bon nanotube ¯lms,25,37�42 graphene ¯lms,24,43�49

and random networks of metallic nanowires26,28,50

have been demonstrated as low sheet resistance, high
transmission materials. Furthermore, while thin

¯lms are brittle, these nanomaterials are strong and
suitable for °exible photovoltaics.34,51

The role of computational tools are critically im-
portant in the development of nanostructured solar
cells. As computational power rapidly increases,
large-scale problems may be addressed and many
di®erent materials and geometries may be quickly
screened. Theoretical simulation tools have played
an integral part in understanding and designing
nanostructured solar cells. Computations can be
made ab initio (without assumptions or simpli¯ca-
tions), and are predictive of material properties such
that they can be used to suggest new and better
structures. Simulated absorption, re°ection, and
transmission spectra have consistently agreed with
experimental results. Photonic structure, local elec-
tric ¯eld-intensity, and local current generation
simulations may be used to elucidate the mechan-
isms for enhanced performance and help understand

(a) (b)

(c) (d)

Fig. 1. Simulations have proven to be integral to understanding and improving nanostructures for (a) transparent conductors,28

(b) plasmonic solar cells,8 (c) organic solar cells,29 and (d) silicon nanowires.30
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experimental results. Angle-dependent simulations
are also useful for evaluating the absorption of sun-
light that a nontracking photovoltaic device would
be expected to exhibit over an average day. Figure 1
highlights some of the innovations in nanostructured
photovoltaics systems that have been studied
through simulations. Two physical processes may be
modeled: the interaction of light with the nanoma-
terial and the electrical transport of photogenerated
carriers. In this paper, we review di®erent methods
for the modeling of these nanostructures for solar
cells as highlighted by silicon-based photovoltaics.

2. Silicon as a Solar Material

Silicon is promising as a low-cost, high-e±ciency
photovoltaic material. Silicon is a naturally abun-
dant, stable, nontoxic material that has been used
extensively for integrated circuits, so that its pro-
cessing and manufacturing is well developed. Crys-
talline silicon currently represents about 90% of the
photovoltaic market. The band gap of crystalline
silicon is 1.12 eV, which has a maximum detailed
balance limit of � ¼ 33:2% as shown in Fig. 2. This
e±ciency is nearly optimal for capturing the solar
spectrum. The maximum e±ciency, calculated from
the global 37� tilt Air Mass 1.5 (AM1.5) spectrum52

while considering radiative recombination through
spontaneous emission, is also known as the Shockley�
Queisser limit.53

However, the main challenge with the use of
silicon for photovoltaics is that silicon is not a strong

absorber of sunlight in the near-infrared region.
Silicon is an indirect band gap material and thus the
edge of the absorption coe±cient is not sharp.
Photons with energy just above the silicon band gap
require phonon interactions for absorption and thus,
their probability of absorption is lower. Figure 3
shows the absorption length of crystalline silicon as
a function of wavelength.54 Silicon has absorption
lengths L� > 10�m for photons with � > 800 nm
and L� > 100�m for � > 970 nm.

Conventional silicon photovoltaics are thus
typically of thicknesses 200�300�m to ensure the
absorption of most sunlight. However, single crys-
talline silicon solar cells require expensive manu-
facturing methods, such as the Siemens method for
solar grade puri¯cation, Czochralski method for
crysallization, and wafer slicing. The silicon must be
of high quality to allow for electrons and holes to
di®use through the material and be collected with
high quantum e±ciency. There are also additional
costs associated with supporting the weight of this
material.

Di®erent light trapping strategies are thus im-
portant for increasing the photon optical length, the
distance a photon travels in silicon before escaping,
in order to increase absorption for a particular
thickness of silicon. Light trapping with sub-wave-
length nanostructures involves coupling light into
localized resonant modes and guided resonance
modes in the active region to increase absorption.
Nanophotonic light trapping strategies have used
structuring of the silicon itself or patterning of
dielectric materials on the front and back of the
silicon. Plasmonic light trapping has involved using
di®erent metal nanostructures on the back and front

Fig. 2. Maximum theoretical conversion e±ciency versus
energy band gap for solar cells in AM1.5 sunlight. The maxi-
mum e±ciency for crystalline silicon is 33.2%.

Fig. 3. Absorption length of silicon versus wavelength.
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of the active region to increase absorption. Light
trapping allows for not only the use of less silicon
but also poorer quality silicon (such as amorphous
or poly-crystalline silicon) with shorter minority
carrier di®usion lengths since electron-hole pairs are
generated closer to the internal electric ¯eld. Open
circuit voltages are increased due to improved car-
rier collection while material costs are decreased.

3. Experimentally Fabricated
Solar Cells

Sunlight can provide at most about 1 kW/m2 of
power. Thus, large areas are required for photovoltaics
to generate adequate amounts of power, and material
and processing issues are important as they determine
the costs associated with the solar cell. Scalable
manufacturing methods are critical for assembling
nanostructures cheaply, robustly, and precisely over
meter-sized areas.

Many innovative silicon structures have been
experimentally demonstrated for the active region in
solar cells, including ultrathin microcells,34 crystal-
line silicon nanowire arrays,31�33,36,55�59 horizontal
silicon nanowire arrays,60 crystalline silicon single
nanowires,61�63 amorphous nanopillar and nanocone
(NC) arrays,64,65 crystalline silicon nanoholes,66 and
silicon photonic crystals.67 Nanostructured photo-
voltaics have utilized bottom-up techniques such as
chemical vapor deposition, or a number of top-down
methods such as the use of combined Langmuir�
Blodgett assembly and reactive ion etching,65 gal-
vanic displacement reaction,55 and wet electroless
chemical etching.31 Photonic crystals have also been
used next to the silicon active region to enhance
absorption by coupling light into guided resonance
modes. This has been demonstrated in crystalline
silicon,68 nanocrystalline,69 and amorphous silicon.70

Plasmonic nanostructures have also been exper-
imentally demonstrated as an e®ective way to
increase absorption in silicon. In thin-¯lm silicon
photovoltaic cells, metallic nanostructures may
utilize plasmons for light trapping by sub-wave-
length scattering, coupling to localized surface
plasmons, or coupling into propagating surface
plasmon polaritons.10 Most work has focused on the
use of metal nanoparticles to enhance light trapping
through plasmonic scattering. Metal nanoparticles
are strong scatterers of light near their plasmon
resonance and may be used to used to scatter light
preferentially into a dielectric.71 Metal nanoparticles

have been utilized to enhance optical absorption in
single-crystalline Si,72 amorphous Si,73�76 and Si-on-
insulator77 photovoltaic cells. The plasmon reson-
ances of Ag and Au nanoparticles have been shown
to be shifted by embedding them in SiO2, Si3N4, or
Si.78�80 Locating the nanoparticles on the rear of solar
cells can help avoid absorption losses below
the resonance wavelength due to interference
e®ects.78,81,82

4. Optical Property Simulation
Methods

Most simulations have focused on analyzing and
improving the solar absorption of the silicon active
region. Nanostructured solar cells have feature sizes
smaller than the wavelengths of most of the solar
spectrum. Geometrical optics is no longer applicable
at these length scales and ray-tracing methods are
thus, inaccurate. Instead, simulation methods that
capture the wave-like nature of light must be uti-
lized such that e®ects such as interference and dif-
fraction are properly captured. The absorption,
transmission, and re°ection spectra of most nano-
materials can be predicted from a completely clas-
sical theory of electromagnetism. This involves
solving Maxwell's equations:

r �E ¼ �

�0

r �B ¼ 0 ð1Þ

r �E ¼ �@B

@t

r�B ¼ �0Jþ �0�0
@B

@t

where E and B are the electric and magnetic ¯elds,
and � and J are the free charge and current densities.
The materials may be parametrized through phe-
nomenological material parameters such as the com-
plex valued refractive index, nð!Þ ¼ nrð!Þ þ nið!Þ
or the complex permittivity �ð!Þ ¼ �rð!Þ þ �ið!Þ.
Simulations agree well with experiments, and typi-
cally semiclassical treatments (where light is treated
classically and the material is treated quantum
mechanically) or full quantum treatments are
unnecessary. For example, silicon has a Bohr exciton
radius of about 2 nm, such that silicon nanostructure
dielectric constants are not modi¯ed by quantum
mechanics.

B. Wang, T. Gao & P. W. Leu

1230007-4



A variety of electrodynamic simulation methods
have been used in studying the interactions of
electromagnetic radiation with nanostructures,
including the transfer matrix method (¯nite di®er-
ence frequency-domain),30,83,84 ¯nite element
method,85,86 rigorous coupled mode analysis (fourier
modal method),22,87 and ¯nite di®erence time-
domain (FDTD) methods.88,89 Electrodynamic
simulation methods can be generally classi¯ed into
time-domain simulations or frequency-domain re-
sponse methods, and frequency-domain eigensolvers.
Common discretization schemes are ¯nite di®erences,
¯nite elements, and spectral methods.

Finite di®erence frequency-domain methods such
as the transfer matrix method comprise of solving
for the electric ¯eld EðrÞexp�i!t in terms of the
current source JðrÞexp�i!t in Maxwell equations:

r�r� !2

c2
�ðrÞ

� �� �
EðrÞ ¼ i!�0JðrÞ ð2Þ

The ¯nite di®erence or ¯nite element method may
be applied to this linear equation to discretize it.
These equations must be solved for at every fre-
quency, where a table of experimental dielectric
constants may be used.

In time domain methods, the full time-dependent
Maxwell equations are solved for in both space and
time. The most common implementation for time-
domain simulations is the ¯nite di®erence time-
domain method (FDTD technique) which divides
space and time into a grid of discrete points and
approximate the derivatives in Maxwell equations
by ¯nite di®erences.90 A Yee grid is used in which
the di®erent ¯eld components are associated with
di®erent locations on the grid.91 Many frequencies
can be computed with a single computation, by
taking the Fourier transform of the response to a
short pulse.

Appropriate boundary conditions can be used to
reduce the simulation cell. For example, periodic
boundary conditions are used to model semi-in¯nite
arrays. Symmetric and anti-symmetric boundary
conditions may also be used to reduce the simu-
lation size. Perfectly matched layers (PMLs) are
typically used for certain boundaries of the compu-
tational region to ensure that ¯elds radiate to in-
¯nity instead of re°ecting when they interact with
the edge of the simulation cell.92

Simulations where the only absorbing material is
the active region may use AðEÞ ¼ 1�RðEÞ � T ðEÞ
to calculate the absorption spectra. The ultimate

e±ciency may be calculated from

� ¼

Z 1

Eg

IðEÞAðEÞEg

E
dE

Z 1

0

IðEÞdE
; ð3Þ

where E is the photon energy, Eg is the band gap of
crystalline silicon, and IðEÞ is the solar irradiance
under the global 37�C tilt Air Mass 1.5 spectrum.52

The ultimate e±ciency describes the e±ciency of the
cell where each photon absorbed produces one
electron-hole pair, and these carriers are collected
without recombination such as when the tempera-
ture of the cell is 0K.

In plasmonic solar cells or other architectures
that involve other parasitically absorbing materials
other than the photoactive active region, the
position-dependent absorption must be calculated.
The position-dependent absorption per unit volume
may be calculated from the divergence of the
Poynting vector P:

Aðr;EÞ ¼ 1

2
realfr �Pg ¼ 1

2
�iðEÞE

}
jEðr;EÞj2 ð4Þ

where �iðEÞ is the imaginary part of the dielectric
constant, } is the reduced Planck constant, and
Eðr;EÞ is the energy and position-dependent elec-
tric ¯eld. In most materials, the imaginary part of
the permeability �i ¼ 0, so there is no dependence
on the magnetic ¯eld, H. Normalization of this
quantity over the incoming radiation power used in
the simulation and integration over the volume of
active-region silicon yields the photocurrent gen-
erating energy-dependent absorption AðEÞ.

Simulations also often evaluate the angle inte-
grated absorption,

A� ¼
Z 2�

0

Z �
2

0

Asolarð�; 	Þ cos � sin � d� d	; ð5Þ

where � is the incident angle and 	 is the azimuthal
angle. Angle-dependent simulations are typically
made over the entire range of incident angles � from
0�C to 90�C, and the entire range of azimuthal
angles 	 from 0�C to 360�C, though structural
symmetry can often be used to reduce these ranges.
The hemispherically averaged light absorption A�

as de¯ned by Eq. (5) may then be compared with
the 4n2 geometrical light trapping limit, which is
often referred to as the Yablonvitch limit93 or
Lambertian limit, since Lambertian surfaces, which
scatter light uniformly into all forward angles, may
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accomplish this.94 The angle-dependent simulations
are also useful in evaluating the absorption that a
non-tracking photovoltaic device would be expected
to encounter over an average day from approxi-
mately � ¼ �45�C at 7:00 am to � ¼ 45�C at
7:00 pm.

4.1. Optical property simulation
examples

Optical simulations have proven to be an integral
component to the rapid development and under-
standing of nanostructured solar cells. Photonic
crystals have been used to trap light through a var-

iety of di®erent strategies. Several simulation studies
involving structuring the silicon active region into a
photonic crystal.22,28,85,96�98 Numerous simulation
papers have studied photonic crystals as high-quality
back re°ectors for light trapping.95,99�101 Figure 4
highlights two examples from these nanophotonic
approaches. Mallick et al. demonstrated that a
double-layered photonic crystal of crystalline silicon
illustrated in Fig. 4(a) increases the short-circuit
current by a factor of three times compared to an
equivalent volume of silicon.22 Bermel et al. demon-
strated that absorption could be improved though
the patterning of a variety of photonic crystals in the
back of the silicon thin ¯lm.95 Figure 4(b) illustrates

(a)

(b)

Fig. 4. New photonic solar cells proposed from simulations. (a) Structuring the silicon itself into a photonic crystal22 and
(b) patterning a photonic crystal next to the silicon.95
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one of these structures studied, which involves the
use of a three-dimensional photonic crystal on the
backside of a silicon solar cell.

A number of studies have evaluated plasmonic
solar cells. The shape, size, particle material, and
dielectric environment of metal nanoparticles have
been systematically evaluated in determining the
e®ect of light scattering.8,102�104 By modifying the
geometries of the nanoparticles, the surface plasmon
resonances may be tuned to couple light into the sili-
con active region. Figure 5 illustrates two plasmonic
solar cells where metals patterned on the back of the
silicon thin ¯lm are used to enhance solar absorption.
In Fig. 5(a), metals were structured into nanogrooves
on the back interface of thin ¯lm silicon solar cells that
scatter light over a large cone of angles.9 In Fig. 5(b), a
metallic nanograting on the backside of an amorphous
thin ¯lm silicon solar cell was demonstrated to
enhance absorption through Fabry�Perot resonance,
surface plasmon polaritons, and planar wave guide
coupling.105 Two-dimensional periodic arrays of met-
allic nanostructuresmay also enhance solar absorption

through both near-¯eld light concentration and
coupling to waveguide modes.106

A variety of silicon nanostructures have been
studied through simulations. Hu et al. evaluated a
variety of thin nanostructured silicon cells including
pyramids, skewed pyramids, and rods.84 Fahr et al.
evaluated randomly textured silicon when this tex-
ture was laterally scaled down to nanometer sizes.107

A number of periodic light-trapping structures such
as cylinders, dimples, cones, inverted pyramids with
a variety of mosaics have been evaluated.108 Nano-
hole arrays have also been proposed as an improved
active region.81,109,110 Nano-cone-hole structures
may be a further improvement over nanohole
designs.111 A plethora of studies have evaluated
silicon nanowire structures. Di®erent diameter and
pitches of silicon nanowires have been investigated
through simulations,30,86,112,113 as well as aperiodic-
ity113 and structural randomness through random
position, diameter, and length.114

Recently, we studied silicon nanocone arrays for
a variety of geometries and compared them to

(a)

(b)

Fig. 5. New plasmonic solar cells proposed from simulations. (a) Metal nanogrooves on the back surface of a Si thin ¯lm and its
absorption enhancement over a wide range of angles9 and (b) 1-dimensional metal grating on the bak of Si thin ¯lm and its
absorption enhancement over a wide range of angles.105
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nanowire arrays.115 We found signi¯cant enhance-
ments to absorption and conversion e±ciencies in
silicon nanocone arrays. Figure 6 shows the sche-
matic of the silicon nanocone arrays studied. The
parameters of the structure are the length L, the
period a of the square lattice, and the top diameter
dtop and the bottom diameter dbot. We employed the
¯nite di®erence time domain method for solving
Maxwell's equations.

In our studies, we focused on a variety of di®erent
geometries for silicon nanocones with ¯xed pitch
a ¼ 600 nm, since this pitch has been shown to be
optimal for silicon nanowires.86,112 The e±ciencies
of nanocones and nanowires were compared at a
variety of lengths, though we initially focused on
nanocones and nanowires with length L ¼ 2:33�m.
Figure 7 utilizes a contour plot to illustrate the
dependence of ultimate e±ciency on the geometry of
the silicon nanocone. The parameters dtop and dbot
were varied from 40 nm to 600 nm in 40 nm incre-
ments and values between data points were
obtained by triangle-based linear interpolation.
Nanowires are special instances of nanocones, where
the diameter is constant across the entire length of
the structure or d ¼ dtop ¼ dbot, and a dotted line is
plotted in the contour plot to indicate this geo-
metry. The optimal ultimate e±ciency for nanowire
arrays was found to be 29.8% when d ¼ 560 nm or
the ¯ll fraction f ¼ 0:68. The ultimate e±ciency is
> 27% when d > 400 nm (or f > 0:35). However, we
found that nanocones where dtop < dbot may be
utilized to achieve better ultimate e±ciencies than
nanowires. The optimal ultimate e±ciency was
36.2% for dtop ¼ 200 nm and dbot ¼ 600 nm, which is

about 22% higher than that of the optimal single
diameter nanowire array. One of the advantages of
nanocones that may be observed from the contour
plot is that the ultimate e±ciency is not particularly
sensitive to dtop. For example, ultimate e±ciencies
greater than 31% may be achieved for nanowires
with dbot ¼ 600 nm and dtop < 520 nm. Optimal
nanocone structures are robust in deviations from
idealized geometries and not particularly sensitive
to variation or imperfections in manufacturing
techniques.

Based on the results of our investigations into
di®erent nanocone and nanowire geometries, we
chose several representative nanowire and nanocone
systems to compare their re°ection, transmission,
and absorption spectra. Figure 8 illustrates the (a)
re°ection, (b) transmission, and (c) absorption as a
function of energy for three representative systems.
The optimum e±ciency nanowire with d ¼ 560 nm
and optimum nanocone with dtop ¼ 200 nm and
dbot ¼ 600 nm are shown. Furthermore, we plot the
spectra of the nanowire with d ¼ 200 nm, since this
is the top diameter of the optimal nanocone. In
Fig. 8(c), the absorption was calculated from
AðEÞ ¼ 1�RðEÞ � T ðEÞ, and the global 37�C tilt
Air Mass 1.5 spectrum is shown on the right y-axis.

Single-diameter nanowire systems exhibit a tra-
deo® between re°ection and transmission. Smaller
diameter nanowires such as the one illustrated with
d ¼ 200 nm have less re°ection because there is less
¯ll factor or area for light to re°ect o® the top of the

(a) (b)

Fig. 6. (a) Schematic of the silicon nanocone array structure.
(b) The parameters for the array are the length L, the period a,
the top diameter dtop, and the bottom diameter dbot.

Fig. 7. Ultimate e±ciency of silicon nanowires and nanocones
where the length L ¼ 2:33�m and pitch a ¼ 600 nm. Contour
plot of ultimate e±ciency for silicon nanocone arrays as a
function of dtop and dbot. The dotted line indicates dtop ¼ dbot,
which is the geometry of nanowire arrays.
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nanowires. However, they also have higher trans-
mission throughout the entire solar spectrum
because there is less silicon to absorb the light.
Smaller diameter nanowires have better absorption
in the ultraviolet regime (> 3:1 eV), but poorer ab-
sorption in the infrared regime (< 1:7 eV). The
nanowire array with d ¼ 200 nm absorbs 35% of
photons above the silicon band gap, 21% in the in-
frared region (and above the silicon band gap), 67%
of photons in the ultraviolet region, and 45% of
photons in the visible region. On the other hand,
larger diameter nanowire arrays, such as the opti-
mal single diameter system with d ¼ 560 nm exhibit
higher re°ection due to higher ¯ll factor and smaller
transmission since there is more material to absorb
the light. Larger diameter nanowire arrays have
better absorption in the infrared range, but poorer
absorption in the ultraviolet range. The nanowire
array with d ¼ 560 nm absorbs 61% of the photons
above the silicon band gap, 52% of photons in the
infrared region (and above the silicon band gap),

46% of photons in the ultraviolet region, and 69% of
the photons in the visible spectrum.

Silicon nanocone arrays address the tradeo®
between re°ection and transmission with a smaller
dtop and a larger dbot. The optimal silicon nanocone
array, with dtop ¼ 200 nm and dbot ¼ 600 nm,
especially in the visible and ultraviolet range, has
re°ection about the same of the small single diam-
eter nanowire array with d ¼ 200 nm. The larger
base results in a transmission that is almost zero in
the visible and ultraviolet regime. In the infrared
range, the silicon nanocone array has absorption
characteristics comparable to that of the best single
diameter nanowire array. However, in the visible
and ultraviolet range, the absorption is signi¯cantly
improved with absorption from about 80% to 95%
compared to 40�80% for the best single diameter
structures. The optimal silicon nanocone array
absorbs 74% of photons above the silicon band gap,
54% in the infrared region (above the silicon band
gap), 91% in the ultraviolet region, and 93% in the

(a) (b)

(c)

Fig. 8. Optical properties of three di®erent silicon nanostructures: single diameter NW arrays with d ¼ 200 nm and d ¼ 560 nm and
NC arrays with dtop ¼ 200 nm and dbot ¼ 600 nm. (a), (b), and (c) show the re°ectance, transmittance, and absorption respectively.
The irradiance of the Air Mass 1.5 solar spectrum is shown in the right y-axis of (c).

Computational Simulations of Nanostructured Solar Cells

1230007-9



visible region. Silicon nanocone arrays have
enhanced absorption compared to silicon nanowire
arrays over the entire spectral range due to antire-
°ection and low transmission in the visible and
ultraviolet ranges.

Guided resonance modes (also called leaky-mode
resonances) have been shown to play a signi¯cant
role in light absorption by nanowires.112,116 Nano-
wire arrays exhibit a mirror-symmetry plane at
z ¼ 0, such that modes must be either symmetric or
antisymmetric about the plane. TE-like modes are
odd with respect to z and TM-like modes are even
with respect to z. Distinct peaks may be seen in the
absorption spectrum of nanowire arrays corre-
sponding to the coupling of incident light with these
guided resonance modes. These guided resonance
modes may be tuned for the detection of particular
energies or frequencies in photodetectors for
example.116 In photovoltaics however, it is generally
desirable for absorption to occur over a broad range
of energies. By tapering the nanowires or forming
nanocones, the mirror symmetry is removed and the
absorption spectrum is broadened such that the
overall absorption may be enhanced over that of
nanowire arrays.

We considered di®erent geometries of nanocone
and nanowire arrays for a wide range of lengths. In
addition to the length L ¼ 2330 nm, we further
compared nanocones and nanowires for L from 50 to
10 000 nm for ¯xed pitch a ¼ 600 nm. The optimal
ultimate e±ciency for nanocone and nanowire
arrays were obtained from these simulations and
plot in Fig. 9. We found that nanocone arrays have

better e±ciencies than nanowires across a wide
range of lengths. The e±ciency enhancement of the
optimal nanocone array over the nanowire array is
plot on the right y-axis in Fig. 9. The ultimate e±-
ciency enhancement is greater than 20% for
L > 500 nm. For the smallest length L ¼ 50 nm, the
amount of silicon is little such that the best struc-
ture is a nanowire with d ¼ a ¼ 600 nm. Most of the
loss is through transmission, such that nanocones do
not have an advantage over nanowires. However, for
longer lengths, nanocones have signi¯cant advan-
tages over nanowires when dtop is less than dbot. This
particular recent study of ours highlights the ability
of computational simulations in evaluating di®erent
structures and improving their optical absorption
properties.

5. Transport Simulations

Most solar cell simulations simulate just the optical
properties and calculate the ultimate e±ciency from
the absorption while assuming that that all photo-
generated carriers are collected without recombina-
tion. This is typically a fairly good approximation,
where active regions are small and carriers are col-
lected with high internal quantum e±ciency. How-
ever, a complete model that includes internal loss
mechanisms must also include the electrical trans-
port of photogenerated carriers. Complete simu-
lations have been performed on Ag nanoparticle
plasmonic silicon solar cells, where the importance of
modeling the electronic transport for low carrier
mobility materials was noted.117 Wang et al. have
also systematically studied the impact of nanoholes
array on the performance of crystalline Si thin ¯lm
solar cells.109

In these studies, the absorption of each photon is
assumed to result in an electron-hole pair. The
generation rate is thus

Gðr;EÞ ¼ 1

2E
realfr �Pg ¼ �iðEÞjEðr;EÞj2

2}
; ð6Þ

where �iðEÞ is the imaginary part of the material's
permittivity value, Eðr;EÞ is the energy and pos-
ition-dependent electric ¯eld. Again, it is assumed
the imaginary part of the permeability �i ¼ 0,
which is true for most solar materials. The photo-
generated carrier pro¯le typically expressed in units
of 1/(cm3s) shows the generation of electron-hole
pairs at di®erent positions of the solar cell. The
generation rate Gðr;EÞ must be normalized by the

Fig. 9. Optimal ultimate e±ciency of silicon nanowires and
nanocones with di®erent length L.
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power used in the simulation and then weighted by
the power °ux density of the solar spectrum in order
to obtain the total generation rate GðrÞ.

Transport equations are then solved for under
di®erent biases to calculate the photocurrent and
dark current. Poisson's equation is solved for at each
bias

r2� ¼ � q

�
ðp� nþNd �NaÞ � �trap; ð7Þ

where � is the electrostatic potential; q is the elec-
tron charge; n and p are the electron and hole con-
centrations, respectively; Nd and Na are the
impurity concentrations from donors and acceptors
respectively; and �trap is the charge density from
traps and ¯xed charges. The electron and hole
continuity equations are simultaneously solved
along with Poisson's equation:

@n
@t

¼ 1

q
r � Jn þG�R;

@p
@t

¼ �1

q
r � Jp þG�R; ð8Þ

where G is the electron and hole photogeneration
rate and R is the electron and hole recombination
rate and may include processes such as Auger and
Shockley�Read�Hall recombination. The electron
and hole currents are

JnðrÞ ¼ �nq�n r�n;

JpðrÞ ¼ �pq�p r�p; ð9Þ
where �n and �p are the electron and hole mobilities,
and �n and �p are the electron and hole quasi-Fermi
potentials, respectively.

Surface recombination in silicon nanostructures
is an important consideration due to high surface to
volume ratios. Surfaces should be appropriately
passivated to reduce recombination rates. Inter-
facial surface recombination velocity S (typically
expressed in cm/sec) is given by

S ¼ 
vntrap; ð10Þ
where 
 is the capture cross-section, v is the mean
thermal velocity, and ntrap is the trap state density
per unit area. Recombination at the metal contacts
may also be considered. It should be noted that low
surface recombination velocities < 10 cm/s has been
reported in oxidized bulk silicon, so that it should be
possible to eliminate most of the losses due to sur-
face recombination.118 By solving the transport

equations over a wide range of biases, a complete
current�voltage curves under dark and light con-
ditions may be simulated, and the e±ciency, ¯ll
factor, short circuit current, and open circuit vol-
tage may be obtained. Transport simulations may
be used to evaluate di®erent doping pro¯les, carrier
mobility, and carrier recombination mechanisms,
and may provide important guidelines for designing
nanostructured solar cells.

6. Conclusion

Simulation methods are vital to the development of
next-generation solar cells such as plasmonic, or-
ganic, nanophotonic, and semiconductor nano-
structure solar cells. Simulations are predictive of
material properties such that they may be used to
rapidly screen new materials and understand ex-
perimental results. We reviewed simulation methods
for modeling the classical optical and electronic
transport properties of nanostructured solar cells
and discuss di®erent speci¯c examples of simulations
of nanostructured solar cells. In particular, we dis-
cuss our recent results on silicon nanocones in more
detail. Simulations will continue to be a more inte-
gral part of solar cell development as computational
power and tools continue to advance.
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